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ABSTRACT: Recently handwritten digit recognition becomes vital scope and it is appealing many researchers because 
of its using in variety of machine learning and computer vision applications. However, there are deficient works 
accomplished on Arabic pattern digits because Arabic digits are more challenging than English patterns. Hence, the 
lacking research of using Arabic digits endeavours us to dig deeper by creating our challenge Arabic Handwritten 
Digits which consists of more than 45,000 samples. As a challenging dataset is used for evaluation, a robust deep 
convolutional neural network is used for classification and superior results are achieved.    
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I. INTRODUCTION 
 
Recently Deep Convolutional Neural Networks (CNNs) becomes one of the most appealing approaches and has been 

a crucial factor in variety of recent success and challenging machine learning applications such as challenge ImageNet 
[1, 2, 3, 4, 5,24], object detection [1, 6, 7], image segmentation [9,10], and face recognition [11, 12, 13]. Therefore, 
CNNs is considered our main model for our challenging tasks of image classification. Specifically, it is used for 
handwriting digits recognition which is one of high academic and business transactions [14]. Handwriting digit 
recognition application is used in different tasks of our real life time purposes. Precisely, it is used in banks for reading 
checks, post offices for sorting letter, and many other related tasks.  

Apparently English Handwriting datasets are widely available and significant achievements have been made for 
English digit datasets such as CENPARMI [15], CEDAR[16], and MNIST[17], However, there are rare works 
accomplished on Arabic digit datasets for many reasons. One of critical factor that can influence working on Arabic 
dataset is lacking to dataset. The unavailability of dataset can be one of the essential factors that can diminish working 
on Arabic datasets. Hence, deficiency of large challenging Arabic dataset strives us to extensively working on creating 
a largest and most challenging dataset which contains more than 45,000 patterns. Furthermore, we investigate and 
demonstrate a powerful DCNN used for classification. Not only designing powerful DCNN is presented but also 
critical parameters of CNN is carefully selected and tuned to produce final concrete model which achieves superior 
results. 

II. RELATED WORK 

Handwritten digit recognition (HDR) is considered one of trivial and critical machine learning problems. It has been 
used widely by researchers as experiments for theories of machine learning algorithms for many years.  In recent years, 
neural networks and conventional neural network currently provide the best solutions to many problems in handwritten 
digit recognition. A novel hybrid CNN–SVM model for handwritten digit recognition is designed by [18]. This hybrid 
model automatically extracts features from the raw images and generates the predictions. For this work, the author used 
non-saturating neurons and a very efficient GPU implementation of the convolution operation to reduce overfitting in 
the fully-connected layers. To enhance method proposed in [8], [19] tackled critical investigations to diminish 
limitation inherited from [8]. The author introduces a novel visualization technique that gives insight into the function 
of feature layers and the procedure of the classifier [20] have observed convolutional net architecture that can be used 
even when the amount of learning data is limited. [21] have used new network structure, called Spatial Pyramid 
Pooling SPP-net, can generate a fixed-length representation regardless of image. Multi-column DNN (MCDNN) used 
MNIST digits. The result has a very low 0.23% error rate [22]. Hayder M. Albeahdili et al. [9] have performed a new 
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CNN architecture which achieves state-of-the-art classification results on the different challenge benchmarks. The error 
rate for this approach is 0.39 % for MNIST dataset.  

III. DATASET 
 

Our digit dataset is composed of 46,000 digits written by 840 participants. Each participant wrote fifty patterns 
distributed over ten digits (0-9). To ensure including different writing samples, the database was gathered from 
different institutions: Colleges, high school, and middle school. After collecting sample forms as shown in fig (1), they 
were scanned with 300 dpi resolution then digits are manually extracted, categorized, and bounded by bounding boxes 
using Photoshop. The dataset is partitioned into two sets. The first set consists of 36,000 samples used for training and 
second set has 10,000 samples used for testing. Both drawn from the same distribution and centred in a fixed size 
image where the centre of gravity of the intensity lies at the centre of the image with 64 x 46 pixels. Thus, the 
dimensionality of each image sample vector is 64 x 64 = 4096. 
 

 
 
 
 
 
 

 
Fig.1. A sample of the dataset 

IV. CLASSIFICATION STEPS 
 
Image classification is not trivial task which can be achieved using various approaches. However, recently deep 

learning has been successfully applied to a wide range of machine learning applications. Accordingly, in this work we 
proposed a subtle Convolutional Neural Networks (CNNs) which is used to train and test our handwritten digits. 
Constructing CNNs plays an essential role in justifying both performance and time consumption. Thus, in our 
implementation, we designed an elegant CNN after carefully investigating its parameters. In general, using CNNs for 
handwritten digits recognition consists of a certain number of steps described below: 

 Preparing patterns before feeding to the CNN. All images are pre-processed before passing into the network. 
In our experiments, CNN is designed to receive an image size of 64x64 pixels. Hence, all images have been 
cropped to the same size to be fed to the model.  

 After preparing images, they are fed to the deep model to extract features. As demonstrated earlier a robust 
CNN is used in this experiment to extract robust features used in the final decision to justify the class to which 
they belong to.  

 Finally, the last layer named softmax layer is used at the top of CNN to minimize the error.  
 In this work, we carefully explored the architecture of CNN consisting of five layers as shown in fig. (2) .It is clear that 
the network has three main stages for classification and as described below: 
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Fig.2. classification steps of our Arabic dataset 

V. EXPERIMENTAL SETUP 
 
    In this work, the dataset is collected from primary, secondary, and university’s students.  The dataset consists of 

46,612 samples. All patterns are resized to be (64x64 RGBpixels). A sample of the dataset is shown in fig.1. It is worth 
mentioning that the number of samples collected form eliminatory school is (371) asdepicted in fig.3 and for High 
School is (269) asshown in fig.4. However, the number of samples collected from students who are studying as 
Bachelor degree is (200) as exhibited in fig.5. The data is divided into two parts as training and testing part. Each 
student was given a form having ten squares to write digit numbers (0-9). There are 36,612 samples used for training 
and the remaining is used for testing.  
     Testing samples are collected from the whole dataset. 4000 samples are randomly chosen from eliminatory school’s 
student, 4000 patterns from secondary school’s student, and 2000 samples are randomly chosen from higher education 
school. 

 
 
 
 
 
 
 
 
 

Fig. 4. A sample of the forms written by elementary school. 
 

 
 
 
 
 
 
 
 

 
Fig. 5. A sample of the forms written by high school. 
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Fig.6. A sample of the forms written by high school. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7. A sample of samples after they cropped from the original form 
 

It is worth to mention the steps of collecting and processing the dataset. Originally the dataset is collected as forms 
distributed over hundreds of students. A sample of these forms is shown in fig.7. Then we used Photoshop to cut each 
form a certain number of digits according to each form how many digits it has.  Thus at the end, different sizes of 
patterns are created because they are manually processed and there is not guaranteed to have same size. Therefore, the 
patterns are resized to have the same size which is (64x64 pixels). Our final deep CNN model is depicted in fig. 8. It is 
noticeable that our model matches same model proposed by [23] because of comparison purpose to justify how the 
same model can behave for different datasets. The model consists of the following layers.  

• Convolutional layer: the first layer of the model depicted in fig. 8, has 6 feature maps of size 28x28 pixels 
after cropping images as shown in fig. 8. 

• Subsampling layer:  consists of 6 feature maps also but each one has size of 14x14.  
•Convolutional layer: the third layer marked as C3 is also convolutional layer which consists of 16 feature maps of 

10x10 pixels.  
• The fourth layer is max-pooling layer which has same number of feature maps as in prior layer.  
• Then, the model has two fully connected layers sitting over last max-pooling layer.  
• Finally, CNN ends up with soft-max layer used for final classification results. 
 

 
Figure.8. Final CNN model use for evaluation. 
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In this experiment, we used the best open source of deep learning called Caffe [25]. In addition, the experiment is 
conducted using high performance Graphical Processing Units (GPUs) which has 1200 cores. Thus, the training and 
testing are fast which satisfy real time applications.  
All parameters of CNN are randomly initialized using Gaussian distribution and the learning rate parameter is smoothly 
decreasing after each epoch. The number of images used in each batch is 128 samples. The network was trained with 
(10,000) iterations and a fast convergence was gotten after trivial number of iterations. Superior accuracy is achieved in 
this work which is 95.7%. 

VI. CONCLUSION 
 
 In this work, a new challenging digit Arabic dataset is collected from different study levels of schools. A large 

dataset is collected after paying vast effort for distributing and collecting digit forms over hundreds of primary, high, 
college students. After we find that there are few and not challenging Arabic digit dataset, we paid vast effort for 
preparing such a challenging dataset.  
 Also the collected dataset is trained using an efficient model of CNN which represents the current state-of-the-art for 
variety of applications. Thus we extensively analyzed the model by carefully selecting their parameters and showing its 
robustness for handling our dataset. 
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